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Abstract. We present template attacks, the strongest form of side chan-
nel attack possible in an information theoretic sense. These attacks can
break implementations and countermeasures whose security is dependent
on the assumption that an adversary cannot obtain more than one or a
limited number of side channel samples. They require that an adversary
has access to an identical experimental device that he can program to
his choosing. The success of these attacks in such constraining situations
is due manner in which noise within each sample is handled. In contrast
to previous approaches which viewed noise as a hindrance that had to be
reduced or eliminated, our approach focuses on precisely modeling noise,
and using this to fully extract information present in a single sample.
We describe in detail how an implementation of RC4, not amenable to
techniques such as SPA and DPA, can easily be broken using template at-
tacks with a single sample. Other applications include attacks on certain
DES implementations which use DPA–resistant hardware and certain
SSL accelerators which can be attacked by monitoring electromagnetic
emanations from an RSA operation even from distances of fifteen feet.

1 Introduction

In the past few years, side channel attacks [13,12] have shown to be extremely
effective as a practical means for attacking implementations of cryptographic al-
gorithms. Adversaries can obtain sensitive information from side channels such
as timing of operations[13], power consumption [12], electromagnetic emanations
[19,9,20] etc. In constrained devices such as chip–cards, straightforward imple-
mentations of cryptographic algorithms can be broken with minimal work.

Since Paul Kocher’s original paper [12], a number of devastating attacks,
such as Simple Power Analysis (SPA) and Differential Power Analysis (DPA)
have been reported on a wide variety of cryptographic implementations [15,18,
6,11,17,8,3,4,10,16,7,5,21]. In SPA, keying information is easily extracted from a
single sample due to leakage from the execution of key dependent code and/or
the use of instructions which leak substantial information in the side channel over
the noise. When the leakage relative to noise is much less, statistical techniques
such as DPA are applicable. DPA relies on a statistical analysis of a large number
of samples where the same keying material is used to operate on different data.
A large number of samples is used to reduce noise by averaging.
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In this paper, we show that these attacks are not optimal as they do not take
advantage of all information available in each side channel sample. Consequently,
some implementations believed to be immune to side channel attacks simply
because the adversary is limited to one or at most a few compromising samples,
can in reality be broken by harnessing all available information.

Consider an implementation of the RC4 stream cipher. While there are recent
reports of cryptanalytic results highlighting minor statistical weakness, there are
no major statistical biases to be easily exploited by side–channel attacks. To our
knowledge, no successful side channel attack on a reasonable RC4 implementa-
tion has been reported1. Initializing the 256-byte internal state of RC4 using
the secret key is simple enough to be implemented in a key independent man-
ner. While implementations of this will certainly leak some information about
the key, the individual steps do not leak enough information. Thus, simple side
channel attacks such as SPA are not possible. After initialization, the rapidly
evolving internal state of the stream cipher, independent of adversarial action
(due to the absence of any external inputs), offers innate defense against statis-
tical attacks such as DPA. One can at most hope to obtain a single sample of
the side channel leakage during the key initialization phase of RC4. Figure 1 is
based on side channel samples from the RC4 key initialization phase: the upper
trace is the difference between two single power samples when the keys are the
same, the lower trace when they are different. Contrary to expectation, the first
case shows larger differences. This ambiguity exists even when one looks at dif-
ferences of averages of upto five invocations (as shown in Figure 3 in Section 3).
Clear and consistent differences emerge only when one considers averages of sev-
eral tens of samples. Therefore, it would appear that such a carefully coded RC4
implementation cannot be attacked using only one available sample.

Consider a smart card which has a fast2 hardware DES engine. These have
become very popular especially because they have been evaluated and shown to
be highly resistant to side channel attacks. In conjunction with protocols limiting
adversaries to only few DES invocations with the card’s secret key, it would
appear that this is immune to side channel attacks. The third case we consider
is where an adversary is able to position sensitive (and bulky) electromagnetic
(EM) eavesdropping equipment in the proximity of a server with a commercial
RSA accelerator inside. In this environment, due to a risk of detection, it is likely
that only a few samples can be obtained.

In all these cases, the adversary has to work with far fewer signals than is
believed is necessary for side channel attacks based on known techniques. The
template attacks introduced in this paper can break all of these implementations.
In fact, as we will see, the template attack extracts all possible information avail-
able in each sample and is hence the strongest form of side channel attack possible
in an information theoretic sense given the few samples that are available.

A key requirement for the template attack is that the adversary has an iden-
tical experimental device which can be programmed. While such an assumption

1 IEEE 802.11 uses RC4 in a mode which makes implementations vulnerable to DPA.
2 Typically, such engines perform the entire DES in a few cycles.
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Fig. 1. Differences of side channel samples: upper figure is for the same key while the
lower is for two different keys

is limiting, it holds in many cases and has been used in other side channel attacks
[8,18] before. The template attack derives its power from using the experimental
device to derive a precise multivariate characterization of the noise. In sharp
contrast, prior approaches focussed on eliminating noise by averaging. We argue
that, especially for cryptographic algorithms implemented in CMOS devices, the
use of such a characterization is an extremely powerful tool to classify even a
single sample. The situation is analogous to the manner in which very weak
signals are extracted in signal communications. Even though the received signal
strength is very weak, it can be extracted by a receiver who has a very good
characterization of the signal and the ambient noise.

We refer to the precise, detailed models of the signal and noise as the template
of the computation. The concept of a template is based on Signal Detection and
Estimation Theory and in particular, the use of information theoretic techniques
such as likelihood ratios for hypothesis testing. Although other techniques such
as DPA, can also be viewed as coarse approximations of likelihood ratios, the
use of multivariate noise statistics is key to extracting the maximum information
from a single sample. Empirically, we have observed that in several situations,
univariate statistics are not sufficient and yield poor results.

The template attack works by a process of iterative classification. At each
step, we unroll one more segment of the sample which uses more bits of the
unknown key. Correspondingly, larger templates are used to prune the space of
possible hypotheses for the values of key bits, while controlling error probability.
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While minor differences in the keys can possibly confuse a classifier, this attack
is effective on cryptographic algorithms because the natural diffusion properties
of cryptographic algorithms actually aid in eliminating precisely such mistakes.

The paper is organized as follow: Section 2 introduces the theory behind tem-
plate attacks. Section 3 describes the application of template attacks to extract
keys from an implementation of RC4 using a single sample. Section 4 describes
two other cases where template attacks are feasible. In Section 5, we describe
the implications of template attacks and discuss potential countermeasures.

2 Theory

In this section, using Signal Detection and Estimation Theory we derive the
template attack and describe some heuristics to make the attacks practical.
Essentially, we have a device performing one of K possible operation sequences,
{O1, . . . , OK}: for example, these could be to execute the same code for different
values of key bits. An adversary who can sample the side channel during this
operation wishes to identify which of the operations is being executed or to
significantly reduce the set of possible hypotheses for the operation.

In signal processing, it is customary to model the observed sample as a com-
bination of an intrinsic signal generated by the operation and noise which is
either intrinsically generated or ambient. Whereas the signal component is the
same for repeated invocations of the operation, the noise is best modeled as a
random sample drawn from a noise probability distribution that depends on the
operating and other ambient conditions. It is well known[22] that the optimal ap-
proach for the adversary, who is trying to find the right hypothesis given a single
sample S, is to use the maximum likelihood approach: The best guess is to pick
the operation such that, the probability of the observed noise in S is maximized.
Computing this probability requires the adversary to model both the intrinsic
signal and the noise probability distribution for each operation accurately.

Template attacks meld this basic principle with details of the cryptographic
operation being attacked. The adversary uses an experimental device, identical
to the device under test, to identify a small section of the sample S depend-
ing only on a few unknown key bits. With experimentation, he builds templates
corresponding to each possible value of the unknown key bits. The template con-
sist of the mean signal and noise probability distributions. He then uses these
templates to classify that portion of S and limit the choices for the key bits to
a small set. This is then repeated with a longer prefix of S involving more key
bits. We will retain only a small number of possibilities for the portion of the key
considered thus far. Thus template attacks essentially use an extend-and-prune
strategy directed by the single sample S to be attacked: we use increasingly
longer prefixes of S and the corresponding templates to prune the space of pos-
sible key prefixes. The success critically depends on how effectively the pruning
strategy reduces the combinatorial explosion in the extension process.

Template attacks are particularly effective on implementations of crypto-
graphic algorithms on CMOS devices due to their contamination and diffusion
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properties. Contamination refers to key dependent leakages which can observed
over multiple cycles in a section of computation. In CMOS devices, direct ma-
nipulation of the key bits makes them part of the device state and these state
leakages can persist for several cycles. Additionally, other variables affected by
the key, such as key dependent table indices and values, cause further contam-
ination at other cycles. The extent of contamination controls the success of the
pruning of the fresh key bits introduced in the expansion phase. It is to be
expected that if two keys are almost the same, that even with the effects of
contamination, pruning at this stage, may not be able to eliminate one of them.
Diffusion is the well-known cryptographic property wherein small differences in
key bits are increasingly magnified in subsequent portions of the computation.
Even if certain candidates for key bits were not eliminated due to contamination
effects, diffusion will ensure that closely spaced keys will be pruned rapidly.

The implementation of an algorithm on a particular device inherently places
theoretical bounds on the success of the template attack. The best any adversary
can do to approach this theoretical bound is to have extremely good and accurate
characterizations of the noise. While one get elaborately sophisticated with such
characterizations, in practice approximations such as a multivariate Gaussian
model for the noise distributions yields very good results.

2.1 The Multivariate Gaussian Model Approach

The steps in developing a Gaussian model are as follows:

1. Collect a large number L (typically one thousand) of samples on the exper-
imental device for each of the K operations, {O1, . . . , OK}.

2. Compute the average signal M1, . . . , MK for each of the operations.
3. Compute pairwise differences between the average signals M1, . . . , MK to

identify and select only points P1, . . . , PN , at which large differences show
up. The Gaussian model applies to these N points. This optional step signif-
icantly reduces the processing overhead with only a small loss of accuracy.

4. For each operation Oi, the N–dimensional noise vector for sample T is Ni(T )
= (T [P1] − Mi[P1], . . . , T [PN ] − Mi[PN ]). Compute, the noise covariance
matrix between all pairs of components of the noise vectors for operation Oi

using the noise vectors Nis for all the L samples. The entries of the covariance
matrix ΣNi are defined as:

ΣNi [u, v] = cov(Ni(Pu), Ni(Pv))

Using this we compute the templates (Mi, ΣNi
) for each of the K operations. The

signal for operation Oi is Mi and the noise probability distribution is given by the
N–dimensional multivariate Gaussian distribution pNi(·) where the probability
of observing a noise vector n is:

pNi(n) =
1

√
(2π)N |ΣNi

| exp(−1
2
nT Σ−1

Ni
n), n∈ RN (1)

where |ΣNi | denotes the determinant of ΣNi and Σ−1
Ni

is its inverse.
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In this model, the optimal technique to classify a sample S, is as follows: for
each hypothesized operation Oi, compute the probability of observing S if indeed
it originated from Oi. This probability is given by first computing the noise n in
S using the mean signal Mi in the template and then computing the probability
of observing n using the expression for the noise probability distribution and
the computed ΣNi

from the template. If the noise was actually Gaussian, then
the approach of selecting the Oi with the highest probability is optimal.The
probability of making errors in such a classification is also computable. If we
use this approach to distinguish two operations O1 and O2 with the same noise
characterization ΣN , the error probability is given by:

Fact 1 [22]For equally likely binary hypotheses, the error probability of error
of maximum likelihood test is

Pε =
1
2

erfc
( ∆

2
√

2

)
(2)

where ∆2 = (M1 − M2)T Σ−1
N (M1 − M2) and erfc(x) = 1 − erf(x).

To implement the pruning process of the template attack, we deal with mul-
tiple hypotheses and bound the probability of classification errors by judiciously
selecting a small subset of possible operations as most likely candidates.

2.2 The Pruning Process

In the extend-and-prune paradigm of the template attack, each extension results
in several hypotheses about the operation being performed. For the attack to be
tractable, the pruning process has to reduce the set of possible hypotheses to a
very small number while ensuring with high probability that the correct hypoth-
esis is not discarded. To achieve this we ensure that the cumulative probability of
the hypothesis not retained is within the desired error bound. While this can be
done exactly given the precise noise characterizations, several heuristic methods
are easier to implement and give good results.

One approach that works well is to scale the probabilities so that the noise
probabilities under all of the hypotheses add up to one. We then discard those
hypotheses with the lowest scaled probabilities till the cumulative probability of
error due to the discarded hypotheses reaches the desired error bound.

Another heuristic that is easy to implement is to fix a constant factor c and
only retain those hypotheses in the pruned set whose noise vector probabili-
ties are within this constant fraction c of the highest noise probability: that is,
if Pmax is the maximum noise probability, we keep all hypotheses whose noise
probability is at least Pmax

c . We refer to this pruning process as the ball approach.
The intuition for this heuristic is that if the noise characterization is approxi-
mately the same for all hypotheses then the logarithm of the noise probability
for a hypothesis is a measure of the distance between the received signal and
that hypothesis. The misclassification error is an inverse exponential function of
the distance between hypotheses. The heuristic is to create a ball centered at
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the received sample whose radius is dmin + log(c), where dmin is the shortest
distance between the sample and the nearest hypothesis. We then retain only
those hypotheses that fall into this ball. Under the assumption of approximately
similar noise characterizations, the worst case probability of error can be shown
to be bounded by O( ∞√

c ) [22]. In practice, the error is much better. In subsequent
sections, we will illustrate how this theory can be applied to a number of case
studies including an RC4 implementation.

3 Case Study: RC4

We describe a template attack on an implementation of RC4. RC4 is a stream
cipher operating on a 256-byte state table. The state table is used to generate a
pseudo-random stream of bytes that is then XOR’ed with the plaintext to give
the ciphertext. It is a popular choice in a number of products and standards.
RC4 uses a variable key length (from 1 to 256 key bytes) to update the 256-byte
state table (initially fixed) using the pseudo code below:

index1 = index2 = 0;
for (counter = 0; counter < 256; counter++) {
index2 = (key[index1] + state[counter] + index2) % 256;
swap_byte(&state[counter], &state[index2]);
index1 = (index1 + 1) % key_data_len;

}

A portion of the corresponding side channel sample, in this case the power
consumption, is shown in Figure 2. The repeated structure observed is exactly
five successive iterations of the loop. As described in Figure 1, two keys cannot
be distinguished on the basis of a single sample. In fact, this remains true if one
were to consider the averages of five samples as illustrated in Figure 3. However,
significant and widespread differences become apparent when examining averages
of several dozen samples (see Figure 4).

A well-designed system using RC4 is unlikely to permit an attacker to re-
peatedly obtain samples of identical state initialization computations3. Thus the
real challenge is to break this implementation using a single sample. The figures
clearly show that traditional attacks like SPA will not work and DPA is clearly
not an option since we can not obtain more than a single sample.

RC4 is, however, an ideal candidate for template attacks. It is evident from
inspecting the code snippet above, that the key byte used in each iteration
causes substantial contamination. The loading of the key byte, the computation
of index2 and the use of index2 in swapping the bytes of the state table all con-
taminate the side channel at different cycles. The extent of this contamination
is easily visible as significant and widespread once averages of a large number
of samples are taken. Further, the use of index2 and the state in subsequent
3 Note that in devices implementing the 802.11 standard the key initialization is done

repeatedly with a fixed secret key and a variable part.
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Fig. 2. Power sample during first 5 iterations of RC4 state initialization loop.

0 500 1000 1500 2000 2500 3000
−100

−50

0

50

100

0 500 1000 1500 2000 2500 3000
−60

−40

−20

0

20

40

Fig. 3. Differences of averages of 5 side channel samples: upper figure is for the same
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Fig. 4. Differences of averages of 50 side channel samples: upper figure is for the same
key while the lower is for two different keys

iterations, and the fact, that RC4 is a well-designed stream cipher, quickly prop-
agates small key differences to cause diffusion. Thus, one expects that templates
corresponding to different choices of key bytes are very different and can be used
to efficiently and effectively classify a single sample.

3.1 Template Attack on RC4

Inspecting the averaged RC4 side channel samples using several different keys,
we identified 42 points in the side channel sample for each iteration of the loop for
classification purposes. Our first attempt used statistical measures that treated
these 42 points independently, i.e, we only looked at means and standard devi-
ations of the samples at each of the points. Although encouraging, the results
have high classification errors (as much as 35%) for pairs of keys with few bit
differences. Some empirical classification results of samples with five different
keys using this approach are shown in Fig 5. When key bits are very different,
even this simplistic approach gives us 100% success rate. However, in general,
this approach is unsuitable for an extend-and-prune attack due to high errors. In
the worst case, a large number of keys close to the actual key would be retained.
Empirically, we have observed that this could be of the order of a few tens of
keys. This is because even if keys have the same Hamming weight, the state
table addressing part distinguishes keys with different higher order bits. We use
the approach described in Section 2 to launch an attack based on multivariate
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Key Byte 1111 1110 1110 1110 1101 1110 1011 1110 0001 0000
1111 1110 0.86 0.04 0.07 0.03 0.00
1110 1110 0.06 0.65 0.10 0.20 0.00
1101 1110 0.08 0.16 0.68 0.09 0.00
1011 1110 0.10 0.11 0.08 0.71 0.00
0001 0000 0.00 0.00 0.00 0.00 1.00

Fig. 5. Classification Probability of 5 competing hypotheses using univariate statistics.
Entry (i,j) is probability of classifying samples with key i as one with key j.

statistics with the Gaussian noise. For our experiment, we used 10 choices for
the first key byte, as shown in Fig. 6. They are carefully chosen to be very
close and yielded poor results with the univariate statistics. For each key byte,
we computed the mean of 2000 samples of the side channel. We used the same
42 points of interest as in the univariate experiment. The templates consisted
of the means and the noise covariance at these points. To obtain statistics on
how well this approach would work, we used the templates to classify tens of
thousands drawn using one of the 10 choices as the first key byte. Figs. 6 and
7 summarize the results of the classification experiments for this set of 10 key
choices. Since the values were carefully chosen to reflect the worst case, these
results can be extrapolated to the case of 256 different values of the key byte.
Fig. 8 is an extrapolation of our results for the case of 256 different templates by
making pessimistic assumptions about the number of “close” keys. In practice
the actual results should be much better.

Our first classification heuristic was to retain only the most likely hypoth-
esis i.e. with highest likelihood probability. Even with such a drastic pruning
approach, average classification success probability was 99.3% with these 10 hy-
potheses and worst–case probability was 98.1%. Detailed results are described
in column 1 of the Fig. 6. We can get reasonable results even if we use this
extensive pruning strategy in each iteration of the extend-and-prune approach.
Extrapolating, as shown in Fig. 8 we expect average error probability of the
closest hypothesis approach to be about 5−6% when we consider all 256 possible
values, since we pessimistically expect around 50 − 60 keys to be “close” to any
key. Bounding the error probability over many iterations by the sum of error is
in each iteration we note that when the number of key bytes is small this can be
used to extract all key bytes. For example, we can do better than 50% for about
8 bytes of key material.

With a little more effort, much better results can be obtained by using the
ball approach to pruning as shown in columns 2, 3 and 4 of Fig. 6 showing
success probability of retaining the correct hypothesis for balls with different
values of ball size. Average success probability has improved and is better than
99.8% and the worst–case probability is 99.5%, for this set of samples. As shown
in Fig. 7 the average number of hypotheses that we retain is still close to 1 for
balls of size e6 and e12. Again, using an estimate of about 50− 60 close keys, we
can extrapolate these results as done in Fig. 8. For example, choosing the ball
size e6, with good probability, at the end of one iteration we expect to retain at
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Key Byte Ball Size c = 1 Ball Size c = e6 Ball Size c = e12 Ball Size c = e24

1111 1110 98.62 99.46 99.88 99.94
1110 1110 98.34 99.82 99.88 99.88
1101 1110 99.16 100.00 100.00 100.00
1011 1110 98.14 99.52 99.82 100.00
0111 1110 99.58 99.76 99.89 99.94
1111 1101 99.70 99.94 99.94 99.94
1111 1011 99.64 99.82 99.82 99.89
1111 0111 100.00 100.00 100.00 100.00
1110 1101 99.76 99.82 99.88 99.88
1110 1011 99.94 100.00 100.00 100.00

Average 99.29 99.81 99.91 99.95

Fig. 6. Percentage of samples for which the correct hypothesis is retained under dif-
ferent ball sizes with 10 competing hypotheses

most 2 hypotheses, yet we are guaranteed to retain the correct hypothesis with
probability at least 98.67%. Using this approach independently in each iteration,
we can correctly classify keys of size n bytes with expected probability around
(100 − 1.33n)% and the number of remaining hypotheses would grow no more
than (1.5)k, which is substantially than the 28k (the entropy of the key). The
next subsection describes experiments where we use larger templates comprising
multiple iterations to get better pruning.

Ball Size c = 1 Ball Size c = e6 Ball Size c = e12 Ball Size c = e24

1 1.041 1.158 1.842

Fig. 7. Expected number of hypotheses retained under different ball sizes for 10 com-
peting hypothesis.

Ball Size c = 1 Ball Size c = e6 Ball Size c = e12 Ball Size c = e24

Success Prob. 95.02 98.67 99.37 99.65
Retained Hypotheses 1 1.29 2.11 6.89

Fig. 8. Extrapolated results for 256 competing hypotheses.

Iteration. Instead of using the above attack independently on subsequent por-
tions of the sample which use the next key byte, it is advantageous to consider
the basic attack on the whole prefix of the sample including previous iterations.
In our RC4 implementation, we now use 84 points of interest in the sample
spread over two loop iterations to prune possible candidates for the first two key
bytes. After pruning hypotheses for the first byte (as described earlier), we ex-
tend extend each remaining hypothesis by all 256 possible values for the second
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key byte. 84–point templates are created for this set of possibilities. Using these
larger templates, we classify the sample and retain only those hypotheses for the
first two bytes which remain in the ball around the sample.

Key Byte Ball Size c = 1 Ball Size c = e6 Ball Size c = e12 Ball Size c = e24

1101 1110 1111 1110 99.16 99.58 99.70 99.94
1101 1110 1110 1110 98.10 99.53 99.88 99.94
1101 1110 1101 1110 99.46 99.88 99.94 100.00
1101 1110 1011 1110 98.80 99.64 99.89 100.00
1101 1110 0111 1110 99.33 99.70 99.88 99.94
1101 1110 1111 1101 99.88 99.94 99.94 99.94
1101 1110 1111 1011 99.03 99.58 99.70 100.00
1101 1110 1111 0111 99.94 100.00 100.00 100.00
1101 1110 1110 1101 99.82 99.82 99.88 99.88
1101 1110 1110 1011 99.94 100.00 100.00 100.00
1011 1110 1111 1110 96.81 99.05 99.65 100.00
1011 1110 1110 1110 99.76 99.88 99.88 99.94
1011 1110 1101 1110 98.57 99.82 100.00 100.00
1011 1110 1011 1110 97.87 99.76 100.00 100.00
1011 1110 0111 1110 98.25 99.28 99.52 99.82

Average 98.98 99.70 99.86 99.96

Fig. 9. Percentage of samples for which the correct hypothesis is retained for 2 itera-
tions and 15 competing hypotheses

Ball Size c = 1 Ball Size c = e6 Ball Size c = e12 Ball Size c = e24

1 1.04 1.141 1.524

Fig. 10. Expected number of hypotheses retained under different ball sizes for 15 com-
peting hypotheses.

To verify that this is better than using just 42 points of the second iteration,
we performed the following experiment: We considered 15 possible combinations
of the first and second key bytes. There were two possibilities for the first key
byte which roughly simulates what we expect after the template attack on the
first iteration. The classification results for different ball sizes are given in Figs.
9 and 10. To compare these results to the earlier case, we must scale the results
from the tables for 10 hypotheses. Since there are 14 wrong hypothesis instead
of 9 before comparison each figure from the earlier tables must be scaled by a
factor of 14/9. This is indeed the case for the error probability of not retaining
the correct hypothesis for ball sizes of 1,e6 and e12. The error probability is better
for ball size of e24 when we use longer templates. More importantly, note that
the average number of hypotheses retained is substantially better uniformly for
each and every ball size. Thus, we retain fewer number of candidates by using a
longer template. Empirically, we have observed that with a longer template, with
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extremely high probability, all of the hypotheses remaining have the correct first
key byte. After 2 iterations, we could only find 1 sample amongst 16000 where
a hypothesis with the wrong first key byte was retained.

4 Other Case Studies

We briefly describe two other examples where template attacks can be used. The
first example is a smart card with fast DES hardware. Use of such hardware is
currently very popular, since they highly resistant to power attacks. The only
exposure for such engines is the loading of the key bytes from EEPROM which
usually leaks the hamming weight. However, implementors also have to worry
about Differential Fault Attacks [2,1], and a card that we looked at addressed this
problem using a checksum on key bytes, verified before the key was loaded in the
DES engine. The checksum was calculated accessing key bytes in circular order
starting from a random offset. This can be easily fixed using signal processing.
Fig. 11 shows an averaged signal depicting the checksum computation loop in
more detailfollowed by the enabling of the DES engine (the region with large
current consumption). In the checksum calculation, the key bytes are loaded
from EEPROM, placed in RAM and are then used as operands in the checksum
computation, thus creating a large contamination. For example, Figure 12 shows
that even key bytes with the same hamming weight can be distinguished by
taking averages of a few samples. Such types of signals are prime candidates for
a template attack.
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Fig. 11. Average signal showing details of checksum calculation for 8 key bytes.
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Fig. 12. Differences in average signals: lower figure is for same key and upper figure is
for different keys but with same hamming weight.

The second example is a EM signal we collected from a distance of 15 feet
away from an SSL accelerator inside a closed server. We programmed the SSL
accelerator to do a 2048 bit exponentiation with a single-nibble exponent. The
fact that the exponent leaks from this computation follows from Figure13 which
shows the signal differences between exponentiation with two different nibble ex-
ponents B and D after taking averages of few signals and some signal processing.
Thus template attacks are very feasible for this case as well. In this example,
other attacks such as MESD [18] can be possible as well, if one can collect a
large number of EM samples.

5 Implications and Countermeasures

In principle, the template attack described is the strongest side channel attack
possible from an information theoretic sense. The information present in each
portion of the side channel signal is fully used for classification. This makes it a
very powerful tool for attacking a wide range of cryptographic implementations.
However, the effort required, in terms of creating a large number templates in an
adaptive manner, make the task daunting. It also presumes the availability of an
identical test device which can be programmed to the adversary’s whim. Since
the attack requires only a single invocation of the test device, all countermeasures
to side channel attacks that rely on limiting the number of samples that an
adversary can take with a fixed key may be vulnerable depending on the extent
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Fig. 13. Average processed EM signals for two diffrent private exponents.

of contamination. Such countermeasures include high level protocols to limit key
usage and non-linear key update techniques of [12].

The requirement of having an identical experimental device is also the weak-
ness of the template approach. Randomization in the computation such as ad-
dress/data scrambling, blinding/masking of data and key bits and ensuring that
the adversary cannot control the choice of randomness in his own experimental
device is one way this attack can be mitigated. This countermeasure may not
be feasible for highly programmable devices such as SSL accelarators. The over-
riding principle in building in securing implementations against templates is to
minimize contamination caused by use of sensitive information in the clear.
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